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Abstract: Over the last two decades, a diverse collection of critics has been building an ever-stronger case for reducing or eliminating the use of electronic technologies in teaching. At the same time, technology’s advocates have been at a loss to stem the anti-technology tide with research that could help make a strong case for its pedagogical benefits. The current climate for scientific evidence and accountability reflected in the No Child Left Behind Act of 2001 presents educational technology proponents with both a demand and an opportunity. Future funding and support for technology-based teaching hinges on our ability to create and carry out a focused, pragmatic research agenda that will both counter past criticisms of methods and findings and help answer the question that should drive practice: “What are technology’s essential contributions to teaching and learning?” This paper describes why technology impact research is lacking how we might go about reviving it.
The Growth of the Anti-Technology Voice and Failure of Past Research

If best-selling books and articles in the popular press are any indication, the critics of using electronic technologies in teaching seem to be growing in number and stridency. The titles of these diatribes are catchy and caustic: Silicon Snake Oil (Stoll, 1995), Fool’s Gold (Cordes & Miller, 1999), Oversold and Underused (Cuban, 2001), The Computer Delusion and The Flickering Mind (Oppenheimer, 1997, 2003), and their metaphors portray technology as the trickster. As with most costly ventures in education, technology-based methods have always been controversial, but the blame for this recent, most virulent epidemic of technology-bashing must rest, at least in part, with those of us who have made a life-long pursuit of supporting and promoting technology in teaching.

Some educators have pointed out that even if we had been doing significant impact research all along, it could not shoulder the whole load of creating a rationale for using electronic technologies in classrooms; but the lack of a respectable body of evidence on positive impact makes this area an easy target for denigration. Compared to traditional methods, electronic resources are nearly always more expensive to purchase and maintain over time and technology-based methods more complex to learn and to implement. According to diffusion of innovations expert Everett Rogers (2003), expense and complexity are two of the key concerns people have about adopting new methods, so we need even more justification for them than for other innovations. Now that the No Child Left Behind (NCLB) Act of 2001 ties funding to scientific evidence of benefits, research on the impact of technology-enhanced strategies is even more imperative.

We technology-using teachers have seen first-hand the impact these new methods can have: better attitudes and attention to learning, higher achievement, lower dropout rates. We know that technology uses offer unique benefits and could have even more impact under the right circumstances. Why have we not provided research that captures this impact and helps justify the expense and difficulty of using technology? If we believe technology is the answer to a better education for our nation’s children, what research questions should be asking?

Why Impact Research is Not Emphasized

Early research on the impact of computer-based methods was certainly promising. In the 1970’s, large-scale, government-funded research and development projects for computer-based systems were underway in universities around the country (Alessi Siegel, Silver, & Baines, 1982-83; Fletcher & Atkinson, 1972; Ragosta, Holland, & Jamison, 1982; and Suppes & Morningstar, 1972), and rigorous, controlled studies were the norm, rather than the exception. However, it seemed that just as we were making progress both on capturing evidence of impact and gaining foundation-building insights, the winds of change knocked out the mainstays of this research. 

Changes in Technologies

First, as technology is wont to do, the systems themselves changed dramatically: from university-centered, mainframe-based systems to classroom-based microcomputer systems. Though now more under the control of teachers rather than higher education professionals – in many ways, a positive change – the uses of technology resources became decentralized and more difficult to study in an organized way. In the face of this migration from networked systems to standalone computers, universities began to divest themselves of mainframe systems dedicated to instruction and, as funding sources disappeared, large-scale research projects waned. Research studies eventually did continue with a new focus on microcomputer-based systems, but like previous ones, they studied computers as delivery systems for traditional teaching strategies, rather than as supports and catalysts for revised methods. By the early 1980’s, so-called “scientifically-based research” on impact came under fire from several sources.

Criticism of Underlying Constructs

Clark (1983) criticized the construct that the technologies themselves could make any difference in achievement. He said that “media” (i.e., computer-based systems) were of relatively minor importance compared to the ways teachers implemented them and that, past technology research notwithstanding, there was never any face validity to the idea of unique benefits. He said that this belief was a myth perpetuated by hardware and software companies: those who stand to gain the most from it.

Criticisms of Methods

To support his hypothesis that achievement effects were contributed by sources other than the computer delivery system, Clark (1985) analyzed a sample of studies that had been included in a published meta analysis on technology impact. He concluded that any reported achievement gains were “overestimated and are actually due to the uncontrolled but robust instructional methods” embedded in the computer treatments. In other words, it was the teachers and the better-constructed instructional designs that made the difference, not the “media.”

Even technology’s most high-profile advocates at this time joined the attack on traditional research methods. Logo champion Seymour Papert (1987) said that controlled experiments were only useful in a “conservative context where change is small, slow, and superficial... (It is) based on a concept of changing a single factor in a complex situation while keeping everything else the same. ... this is incompatible with the enterprise of rebuilding an education system in which nothing will be the same” (p. 22).
Roadblocks to School Research

Adding to the problems of technology impact research is the growing complexity of doing educational research of any kind. Anyone who has ever tried to study school students knows the minefield that must be traversed: university Institutional Review Board (IRB) approval, requiring permission from both students and parents; additional permissions from the school and/or district review boards; agreement from teachers; long-term access to busy classrooms. Designed to protect students, these safeguards have the inadvertent effect of shielding them from fruitful study.

Finally, academics (who still do the bulk of reported research) must complete studies quickly enough to support tenure bids. This kind of pressure does not lend itself to the reflective, carefully controlled, long-term studies we need most to demonstrate impact. Also, it is rare to find an institution that makes a long-term investment in any kind of educational research, as was the case in the 1970’s and is true with some of the physical sciences. To increase rank and salary, education academics are likely to move from place-to-place, losing their research populations – and often their research focus – in the process.

Current Technology Research Focuses

Given the current climate for research, combined with the vehemence of Clark’s attacks on the constructs and methods of technology impact research and his call for a “moratorium on media research” (Clark, 1985, p. 259), it should not be surprising that studies of the kind we need most have essentially come to a standstill. Although Kozma (1991) answered Clark by proposing that subsequent research should focus on technology-enhanced instructional designs, rather than the technologies themselves, his proposal has proven insufficiently clear and detailed to drive a new research agenda. 

Research on impact is scarce, but some does exist, and other kinds of technology research have proceeded apace. In the often-cited Technology Counts study (Archer, 1998), Wenglinsky used a correlational technique to capture the impact of technology use on mathematics achievement and to identify instructional uses with greatest impact. The 1996 National Assessment of Educational Progress (NAEP) asked teachers and students how they used computers in mathematics instruction. By correlating their descriptions with students’ performance on the test, while controlling for variables that affect achievement (e.g., student socioeconomic status, class size, teacher qualifications), Wenglinsky was able to find significant gains for middle school students who used computers for math/learning games and whose teachers had more professional development with technology. However, even this finding needs further study and replication, since the instructional design and teacher effects Clark cited in previous critiques of technology research could explain at least some of these gains.

The bulk of current technology research focuses on topics other than impact (Roblyer and Knezek, 2003): how much teachers have adopted technology in their methods, how they can be encouraged (through incentives, better training, and support) to implement these methods even more, and what kind of teacher preparation is most effective. This kind of research, while interesting, may be premature and its results moot if funding for classroom technology is dramatically cut back or eliminated; and that is just the result we can expect eventually, if evidence of impact is lacking.

New Millennium Research: Re-shaping Directions and Methods

Reviving technology impact research and making it more meaningful will require more than fresh funding or a list of new topics. The field is in serious need of a combination of changes that include a better conceptual starting point, more logical underlying theories of benefit, more creative and rigorous research designs, and improved reporting methods.

Changing the Kinds of Questions We Ask

The most critically needed decision is what should take the place of “media as delivery vehicles” paradigm that was used in early studies as a basis for topics and methods. Clark referred to this as a (faulty) construct validity underlying the studies. If we are not trying to establish that one medium (e.g., the computer) is superior to another (e.g., a teacher) for the same activity, in what way are we trying to establish technology-based approaches as superior or more useful?

Kozma proposed that research should focus on how the “symbol systems” and “processing capabilities” unique to each type of technology solution could support “the learner actively collaborating with the medium to construct knowledge” (1991, p. 179). Kozma was saying, in effect, that: (a) there are better ways for students to learn than teachers have used in the past, (b) that each technology “medium” (e.g., a multimedia simulation, a distance education course conference) has inherent qualities to support these new methods in uniquely powerful ways, (c) that an appropriate match of technology and technique can enable certain activities that could not be done in any other way, and (d) that these solutions result in increased benefits. Although he does not state it in just this way, his reasoning is based on the assumption that a given technology-based solution is implemented appropriately (e.g., with adequate support and knowledgeable teachers). This is what the International Society of Technology in Education (ISTE) calls “essential conditions” for implementing technology successfully.

A corollary to this type of justification is that technology-based techniques should be designed to address problems that have proven resistant to traditional solutions or that are providing a service that is already in high demand (e.g., distance learning) and not likely to disappear. Though critics like Oppenheimer (2003) maintain that human beings, i.e., teachers, could carry out these same activities as well and less expensively under the right conditions, Kozma’s construct that technologies make possible powerful learning collaborations should be merged with the proposition that technologies offer conditions that are a more logical choice because they are more feasible, efficient, less expensive – or a combination of these benefits. In other words, technologies are the only choice to support certain learning activities because they: (a) address past problems, (b) have unique symbol systems and processing capabilities to solve the problems, and (c) are a better logistical choice than trying to implement the solution in another way. It is on this foundation of need, unique capabilities, and more feasible conditions that we must base future research.

A new paradigm such as this is the starting point for generating a revised research agenda: a new set of research questions and the methods to study them. Such an agenda should also build on what we already know about how technology is used and should inform our development of appropriate ways to study these uses.

What We Already Know
Thanks to in-depth studies by Becker (2000), Cuban, Kirkpatrick, & Peck (2001), Norris, Sullivan, Poirot, and Soloway (2003), Wenglinsky (Archer, 1998), and others, we have a good bit of information on what is happening – and not happening – in the field. We know, for example, that teachers are not using technologies as much as we had hoped. Those who have studied this phenomenon proffer several reasons for it. Cuban, et.al., say that teachers and schools are already conservative adopters of innovations and that the complexity and difficulty factors technologies present slow down the adoption rate to a crawl. Norris, et. al., say that lack of access to sufficient technology resources is to blame. They say that students have not demonstrated achievement gains because they lacked sufficient access to use the technologies that would make achievement possible. Becker answers Cuban et al. by maintaining that teachers would use technologies more if the right combination of conditions existed: if they were “at least moderately skilled in using computers,” had ready access to enough equipment and had sufficient time to use it with students, and had personal philosophies that supported a student-centered, constructivist pedagogy.

Wenglinsky’s study supplies at least partial support for Becker’s thesis, finding that teachers whose use of computers has most impact do tend to have more professional development with technology and use computers in more constructivist ways. There have been indications for some time that it is teachers whose belief system rests on students constructing knowledge, rather than as students receiving knowledge, that reap most benefits most from using technology in instruction. The question Clark has placed on the table is, would these teachers have achieved these benefits without technology?

It is studies to address this issue that we lack. Cradler (2003) and others have cited problems with past studies ranging from unclear research hypotheses to design flaws. The latter include: small sample sizes, measures of impact unrelated to objectives of the materials; measures of impact that are not objective and/or validated; descriptive, non-quantitative methods only with no control or comparison groups; and self-report data unaccompanied by corroborating data. Added to Cradler’s list is perhaps the most damning problem: unreplicated results. The most helpful studies explore research questions over time and across students.

What We Need to Know: Four Kinds of Research Questions

The NCLB Act would like educators to produce a smoking gun: clear, irrefutable, scientific evidence that given technology uses work better than any other choice in any situation. However, due to the highly situational nature of instruction, the best we may be able to do is establish potential for relative advantage. Everett Rogers (2003) says that people are more likely to adopt an innovation if they see the advantage of the new method relative to what they currently use. When there is a clear need for a better instructional method that the one used in the past, we can posit that a given technology-based method is the best choice because it offers the combination of relevant symbol systems, processing capabilities, and logistical feasibility to address the need – and then do research to support that it has this relative advantage.

Word processing is a prime example to illustrate the relative advantage principle. There is documented evidence that quality of students writing is a widespread problem, and getting students to write and revise more, which could improve the quality of their writing, remains problematic. In the literature on writing and word processing, impact on quality of writing is inconsistent even though researchers cite word processing’s unique qualities. Typical comments:  “The ease and speed with which work could be produced … aided generation and recording of ideas” (Parr, 1994-95, p.221), and “Word processors enable students to tackle difficult writing tasks in a manageable way” (Peacock & Beard, 1997. p. 283).

Although there may be non-technological means to increase students writing and revision, word processing is the logical choice because of its unique symbol processing capabilities. The benefits justify the extra time and trouble of using the technology. Of course, this hypothesized benefit assumes the presence of essential conditions (e.g., access to sufficient resources, adequately-trained teachers, and students sufficiently practiced in word processing) and the use of research designs adequate to capture the impact.

If we look at impact research in this way, we begin by stating a clear need for a new teaching method, offer a hypothesis (based on previously researched theories of unique symbol systems and processing capabilities) to explain why a given technology-based method is the best choice, then carry out research to show that this method works as hypothesized and to confirm the conditions under which it works best. A previous article (Roblyer, 2003) outlined four kinds of impact research to support this paradigm: establishing relative advantage, improving implementation methods, monitoring impact on societal goals, and reporting on common uses in order to shape directions.

Research to Establish Relative Advantage

The educational technology literature contains many hypotheses – but few focused, long-term studies – of proposed relative advantages. Some of these supposed benefits have been talked about and discussed so frequently and for so long that they are commonly assumed to be true, yet there are few empirical studies to support them. For example, the following are benefits that have not been thoroughly researched:

· Preventing inert knowledge – Brown, Collins, and Duguid (1989) describe the problem of inert knowledge, or skills that students learn but never use because they cannot see where or how they apply to problems they encounter in real life situations. Some educators have proposed that visual technologies such as simulations and video-based scenarios are the best solution for preventing inert knowledge by linking some particularly abstract or complex problems to illustrations of real-world applications. 

· Increasing cultural awareness and acceptance – Other educators, citing the need to broaden students’ views of the world, have hypothesized that Internet projects (e.g., distance collaboration projects) have unique capabilities to encourage great appreciation of other cultures and improve students’ attitudes about ways of life that are different from their own. This is clearly a benefit that could be carried out in other ways – if most students were able to travel to other countries and visit students of other cultures. Since technology-based methods are being promoted as a substitute, we need evidence that it would be an effective substitute.

· Promoting comprehension of abstract concepts – Perhaps the most widely-discussed benefit is using science simulations and mathematics problem solving tools (e.g., spreadsheets, geometry software) to clarify concepts that students traditionally find complex and difficult to understand. Is there consistent evidence of benefit of this kind? What theory explains why it might work well? 
Research to Improve Implementation Methods

Many technology-based methods are already in common use (e.g., online distance learning, word processing for writing), and only seem likely to expand in the future. Yet there is a wide variation on the quality of these uses, and we know relatively little about what works well and why. For example:

· Word processing – Sometimes what we don’t know about implementation methods can make all the difference, as when we found that students tended to get higher scores on handwritten compositions produced than on word-processed ones (Roblyer, 1997). If we know what causes effects like this, we can adjust our methods. If we do not study implementations over time, we may never know.

· Online chats and conferences  – Online course management systems typically over a variety of methods to support interaction among students between students and instructors. Are all methods equally beneficial for all purposes? Anyone who has taught a distance course would say they probably do not. Yet there is little research to show which works best for specific purposes.

Research to Monitor Impact on Important Societal Goals

Technology supporters seem to agree that information literacy and visual literacy skills are an essential part of a high quality education for all students, yet not all summaries of essential skills include them (Understanding university success, 2003).  How can we document that such skills are essential, and that students are acquiring them at to the degree expected? We also need to know whether or not students are gaining access as expected to the benefits that technology makes possible (e.g., greater learning opportunities). For example, are underserved students benefiting as much from access to Virtual High Schools as their privileged counterparts? 

Studies to Monitor and Report on Common Uses and Shape Desired Directions

Finally, as new technologies become available in increasingly common use, we need to have much more evidence about how they are being used in practice and what impact they are having on school life. For example, what are the positive and negative implications of portable devices in classrooms? Can we predict the negative side-effects and shape their uses to make their impact more positive?

Better Research by Design

It is easy to criticize educational research, and many have availed themselves of the opportunity (Kaestle, 1993). Few things are more difficult to do well than well-designed research. As previously discussed in this paper, it is notoriously difficult to gain access to students in classrooms, and this is just the tip of the logistical iceberg. Sometimes unforeseen problems seem to conspire to sink a study. Teachers forget to administer a test at a key time, teachers or students move or fail to include identification on an instrument; important papers are lost; the principal investigator has an emergency and must leave town. 

Other difficulties, though, can be addressed ahead of time. Those contemplating future studies could aim to accomplish three things that would make a critical difference is the usefulness of technology impact research: use established theory as a foundation, formulate more creative research designs, and make a commitment to research over time.

Building on a Theory Foundation

Perhaps the single most significant problem reflected in much current impact research is a failure to analyze previous research findings to build testable theories of possible impact. Anyone who reviews research manuscripts for scholarly journals has seen examples of this problem, which seems to be growing more prevalent every year. Reviews of literature often fail to make a logical case for why the study is being done and how research questions were derived. If we are to make progress in this field or any other, new research must carefully consider previous research, and each study must be built on a foundation of theory about expected effects derived from past work. Many researchers seem to use “theory” in the popular sense. However, as Kerlinger (1973) said, “ While the man in the street uses ‘theories” and concepts … in a loose fashion … The scientist … systematically builds his theoretical structures, tests them for internal consistency, and subjects them to empirical tests” (p. 3). 

Researchers build theories based on past findings. The analysis that precedes a study is a critical, often-neglected step. After reading and scrutinizing past work that has been done on a topic, we ask questions like: “What evidence do we have that a technology-based strategy has potential for impact?” and “What could explain these findings?” This is the kind of analysis that leads to sound research questions on predicted impact.

Thinking Creatively About Design

Another problem reviewers often see reflected in journal manuscripts is designs that are ill suited to answer the research questions. Cradler (2003) notes problems such as an over-reliance on self-report data and measures of impact that are not objective or validated. Wenglinsky (Archer, 1998) was able see how he could take advantage of the structure of a national test to get at technology impact on math learning. Pea (1983) used a clever (albeit time-consuming) design to determine if Logo programming skills transferred to children’s abilities to plan problem solutions, a popularly held belief at the time. (It did not.)

We need other fresh ideas and innovative designs on how to capture impact. Some may be the traditional experimental and quasi-experimental designs called for by the NCLB Act, but we may also look at problems scientifically from new angles. We might choose to use what Conley (2003) called “naturally occurring experiments” or “ …events that happen to divide the world into treatment groups and control groups, just as in formal experiments” (p. B20), and which have been used to study questions such as the economic value of staying in school. 

For example, we know that IQ test scores have been rising since the measures were first given in the early days of this century (Roblyer, 1998). Though these tests assume that intelligence is a fairly static quality and that IQs “rarely change much after age 5 or 6” (Neisser, 1997, p. 441), actual IQ scores of Americans taking well-known tests such as the Wechsler Adult Intelligence Scale (WAIS) and Wechsler Intelligence Scale for Children (WISC) rose about 15 points over a 50-year period. For varying reasons, Neisser (1997) rejected genetics, increased test-taking sophistication and better nutrition, schooling, and child-rearing practices as explanations for this phenomenon. Instead, he felt the answer lay in the “increase in exposure to many types of visual media” (p. 446). Since some populations who take these tests may have considerably less exposure to visual media, their scores might serve as a naturally occurring control group for comparison. 

An interesting sidebar to this discussion is that Neisser says subtests that relate to school content show the smallest increases because they have so little to do with visual analysis skills. If visual skills, which are so closely related to intelligence, can indeed be improved through use of visual media, this finding is in need of serious, long-term study.

These are but a few examples of “outside-the-box” thinking where research design is concerned. Many more such “bright ideas” are needed, but where does the “inspiration” for them come from? Davis (2003) says, the key is to “… invest in the hard intellectual work that evokes (inspiration), and then to relax enough to allow the subconscious to do its part… you have to be steeped in your project” (p. B10). This advice lays the groundwork for a third and final recommendation on useful research: 

Making a Commitment to Lines of Research

Some of the most respected technology researchers have observed that changes due to constructivist uses of technology occur slowly over time (Sandholz, Ringstaff, & Dwyer, 1997). The same may be said for developing recognized research expertise. The more we study a topic, the more we learn about it, the better we get at studying it, and the more others recognize the merit of our contributions. For social sciences, the day of the one-shot study – and the one-shot researcher – has passed. We need scholars and institutions who are willing and able to make the kind of long-term commitment to technology impact topics that those in the physical sciences do to studying significant questions such as whether or not smoking is bad for your health.

For colleges of education in research institutions, this is certainly in keeping with their ongoing mission. For individual academics, it can be the basis for a life-long quest for a meaningful contribution. For the field of educational technology, it is a necessity. Progress in our field depends on longitudinal studies and studies that continue to explore and follow up on previous findings. 

New Guidelines for Reporting
As Cradler (2003) and others have emphasized, it is essential that reports of research findings remedy the flaws observed in many past reports. Findings must be written in ways that allow them to be replicated and summarized across studies and that permit researchers to build on each other’s work. Research reports must give more clear and detailed information on characteristics such as: the intervention and/or technology being implemented, the characteristics of large samples (to allow disaggregation of important variables), the conditions under which technologies are used, data sources and instruments, and subjects being studied. Finally, they must do a better job of describing coherence between their methods, findings, and conclusions.

Making a Case for Relevance and Survival

The 2004 AERA conference theme – “Enhancing the Visibility and Credibility of Educational Research” – makes it clear that technology research is not the only area of education in search of better methods and more solid foundations on which to build practice. The AERA call for proposals encouraged research to help justify evidence-based claims of impact: “We encourage sessions that promote consideration of what counts as evidence in high-quality educational research … We especially hope to see sessions in which presenters explore methodological challenges faced in designing and conducting specific studies or programs of research, thus grounding discussion of claims and evidence in research contexts”(2004, AERA web site).

The Role of Research

Even areas outside education are feeling the need to establish their relevance. In a recent issue of The Professional Geographer, Harmon (2003) says that geography as a discipline must become more relevant to the needs and interests of society. “Disciplines are esteemed, supported, and patronized largely to the degree to which they are perceived as providing a ‘return’ on invested societal resources. This ‘return’ takes the form of scholarly products that help answer deep human questions or otherwise materially benefit members of the society … (thus) disciplinary relevance and survival are ultimately tied to decisions individual scholars practicing within the disciplines make about which research they pursue” (p. 415). 

We could easily substitute “educational technology” for “geography.” According to Harmon, research not only helps inform practice, it serves to justify the existence of a discipline. For those of us who propose that technology-based practices hold some of the answers to educational needs, this paper has outlined some of the questions we should be asking about research methods and reports to lend credence to our position and, ultimately, to make the case that technology-based teaching methods should survive.

Who Will Shape The Future of Research?

Universities, professors, and students have a significant responsibility in reviving technology impact research. Funding for what the NCLB Act calls “scientifically-based research” in this area is currently available, and there is potential to do work that has significant impact on shaping the future of technology in education. However, it seems most important that studies be sponsored by organizations with at least a presumption of objectivity, rather than from hardware and software companies and others who could be perceived as having a self-interested agenda.

The NCLB Act has just awarded $15 million to help nine state study technology’s impact on student achievement (See the Ed.gov web site.), and more funding for impact studies seems likely. These three-year studies may yield much useful information, although past research has already confirmed problems with transfer and scalability of results in large projects (Berliner, 2002). In addition to large-scale evaluations, we need in-depth work on single uses across many environments (e.g., word processing in writing, science simulations in concept learning). When professors and their students contemplate research topics, they might ask, “Will my study serve to indicate that a technology-based technique successfully addresses a significant educational problem? Can it make the case that a technology-based solution has better impact than another solution?” It is university scholars and expert practitioners – those who guide dissertation research, select articles for publication and papers for presentation, and shape teacher education curricula – who will have the most direct and long-term impact on shaping the questions we need to ask and the research to answer them.

In Conclusion: Where and When to Begin

There is much to be said for starting small and building results. If we are able to offer strong, consistent evidence of benefits for even a handful of technology uses, it will make it more likely that they would become methods of choice for given instructional situations. At this point, that claim cannot even be made for an “older” solution like word processing in writing instruction. Some writing teachers use it; some do not. If we can make a strong case for even a few technology-based methods as best practices, we can justify the costs of technology resources and, consequently, even more applications will come into common use. Positive results will drive future practice and research.

It is interesting to note that in our society, technology’s most vocal critics are not themselves held to a high standard of evidence. They can do random observations from questionable knowledge bases, produce no controlled findings or summary data, and yet propose to debunk an entire field of activity. Our problem as scholars and researchers is much more difficult, but has the potential to be much more useful. Responding to the naysayers will require consistent and credible research to make a good case for why we should be using technology in teaching. As the voices of technology critics rise and government agencies clamor for evidence to justify technology funding, it seems clear that there has never been a better time than the present to begin this task.
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